
1. Introduction
Tropical cyclones (TCs) pose a significant risk to loss of life and damage in properties in coastal areas. Yet, 
an accurate prediction of storm intensity change remains the most difficult challenge in operational fore-
cast of TCs. Improving TC intensity forecast has been one of the highest priorities of the National Hurricane 
Center (NHC, Kaplan et  al.,  2015) and one of the focuses of NOAA's Hurricane Forecast Improvement 
Program (HFIP; Toepfer et al., 2010). The state-of-the-art three-dimensional (3D) full physics operational 
models in particular have problems in predicting TC rapid intensification (RI), a significant increase in 
storm intensity in a short period. Studies show (e.g., Kaplan et al., 2015) that consensus models and statis-
tical classification models are more skillful than the 3D full physics dynamical models in predicting RI for 
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multiple thresholds (20 KT/12h, 30 KT/24h, 45 KT/36h, and 55 KT/48h). It remains unclear why a 3D full 
physics model with sufficient resolution and appropriate data assimilation does not possess the expected 
skill in predicting RI, and this is an important problem to explore.

One of the weakest links is the parametric representation of model physics, in particular, the turbulent 
and microphysical processes in the inner-core region of a TC. In a real TC, microphysical processes directly 
interact with the dynamical processes including the coherent convective up-/down-drafts and turbulent 
eddies in clouds to generate the diabatic heating and cooling that affect the rate of TC intensification. In 
numerical simulations, the realization of the complicated microphysical-dynamical interaction depends on 
how the sub-grid-scale (SGS) processes are parameterized and how they interact with the model-resolved 
fields. The poor intensity forecasting skill of operational models to simulate RI storms suggests that the 
interplay between inner-core turbulent and microphysical processes are not appropriately represented in 
models.

Zhu et al. (2019) showed that a part of the problem is associated with the turbulent mixing parameterization 
in the eyewall. Turbulence is commonly regarded as a flow feature pertaining to the planetary boundary 
layer (PBL) with a typical depth of 1 km. In the fair-weather conditions, the turbulent PBL is cleanly sep-
arated from the free atmosphere above by an inversion. In the eyewall and rainbands of a TC, however, 
intense turbulent mixing generated by the cloud processes can extend well above the PBL up to the tropo-
pause (e.g., Giangrande et al., 2013; Hogan et al., 2009; LeMone & Zipser, 1980; Lorsolo et al., 2010; Marks 
et al., 2008). Using simulations by the Hurricane Weather Research & Forecasting (HWRF) model, Zhu 
et al. (2019) showed that some poor simulations of RI storms can be attributed to the lack of consideration 
of eyewall in-cloud turbulent mixing, which virtually removes the microphysics-turbulence interaction in 
eyewall clouds. Incorporating a simple in-cloud turbulent mixing parameterization in the vertical turbu-
lent mixing scheme (also known as the PBL scheme) notably improves HWRF's skills on predicting RI of 
major hurricanes. While the importance of parameterization of eyewall SGS turbulent mixing to numerical 
prediction of TC intensification has been clearly demonstrated, there are unaddressed questions. These 
include (a) how can the existing turbulent mixing schemes used in the operational models be remediated 
so that they can appropriately account for the vertical turbulent transport within and above the PBL in the 
eyewall? and (b) how does the eyewall turbulent transport above the PBL affect the pathway to TC intensifi-
cation? In this study, we extend our research to the Hurricane Analysis and Forecast System (HAFS), a new 
multi-scale model and data assimilation package capable of providing operational forecasts of TC track, 
intensity (including RI), and inner-core structure out to 7 days. HAFS is expected to be in full operational 
implementation likely in 2023. The major objectives of this paper are: (a) identifying the problem inherent 
in the vertical turbulent mixing scheme used in the operational HAFS; (b) improving turbulent mixing 
scheme so that it can appropriately account for the vertical turbulent transport in eyewall clouds to generate 
robust dynamical-microphysical interaction in TC inner-core region; (c) exploring the role of eyewall turbu-
lent transport in the pathway to RI in full physics numerical simulations. This paper is organized as follows. 
Section 2 provides a brief review of the HAFS model and illustrates its problem of not being able to generate 
vertical turbulent transport above the PBL in the eyewall and rainbands. Section 3 discusses how to correct-
ly determine the static stability in eyewall and rainband clouds so that the vertical turbulent mixing scheme 
can appropriately account for the cloud-induced buoyancy production of turbulence. Section 4 presents the 
validation of the forecasted tracks and intensities for 21 storms in the North Atlantic basin of 2016–2019 
hurricane seasons by the HAFS with the default turbulent mixing scheme and the scheme that incorporates 
the static stability correction resulting from the cloud-induced buoyancy. In Section 5, using the HAFS's 
simulations of Hurricane Michael (2018), we explore the role of eyewall vertical turbulent transport in the 
pathway to Michael's RI. This is followed by a summary in Section 6.

2. HAFS Model and Its Vertical Turbulent Mixing Scheme
The model used in this study is a global-nested version of HAFS (HAFS-globalnest). It uses Geophysical 
Fluid Dynamics Laboratory (GFDL) finite-volume dynamic core (FV3, e.g., Harris & Lin, 2013; Lin, 2004) 
with a static nest covering most of the Atlantic basin. The grid spacing of the global domain is ∼13 km 
and the grid spacing of the nest is ∼3 km for the Atlantic grid layout (Hazelton, Zhang, et al., 2021). There 
is a 2-way feedback between the parent and nested domains. There are 64 levels in the vertical, the same 
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as that in the operational Global Forecast System (GFS). The model is initialized with the GFS analysis, 
and therefore, it can be initialized at 00, 06, 12, and 18 UTC. HAFS-globalnest does not feature ocean cou-
pling. This capability is currently under development. But the surface layer scheme considers the variation 
of surface exchange coefficients at high wind speeds for oceanic conditions (Bender et al., 2007). HAFS-
globalnest has been used in near-real-time experiments (Hazelton, Zhang, et al., 2021), showing promising 
track skill compared to other operational models, and some skill in predicting TC structure and intensity 
changes. It has also been utilized in research to understand the processes underlying the intensification of 
Hurricanes Dorian (2019, Hazelton, Alaka, et al., 2021) and Michael (2018, Hazelton et al., 2020). Gopalakr-
ishnan et al. (2021) also uses the HAFS-globalnest to understand how modifying eddy diffusivity in the PBL 
schemes affects TC structure and intensity.

The physics used in HAFS-globalnest are similar to those used in the operational GFS, including the GFDL 
microphysics scheme (Chen & Lin, 2013), RRTMG radiation (Iacono et al., 2008), and the scale-aware-SAS 
(Han et al., 2017) convection parameterization, which is turned on for the global domain but not the nested 
domain. Since the grid resolution of the nested domain falls in the so-called gray-zone, whether the convec-
tion scheme should be turned on or off will be explored in our future study. The default PBL scheme used 
in the HAFS-globalnest is the Eddy-Diffusivity-Mass-Flux (EDMF) scheme (Han et al., 2016), which is a 
first-order K-closure scheme originally formulated by Hong and Pan (1996). Over the years there are many 
improvements to the PBL scheme, such as the modification to the eddy diffusivity in high wind speed envi-
ronments (Wang et al., 2018), but the basic formulae used to determine eddy exchange coefficients are kept 
the same as those in Hong and Pan (1996). Specifically, the eddy momentum exchange coefficient within 
the PBL is calculated as:
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where κ is the von Karman constant; u* is the friction velocity; z is the height above the ground, ϕm is the 
surface layer stability function defined by Businger et  al.  (1971); h is a diagnosed scale height for PBL 
from the bulk Richardson number over the PBL depth and the buoyancy of surface-driven thermals; and α 
(0 < α < 1) is a tunable coefficient introduced by Gopalakrishnan et al. (2013) to reduce eddy viscosity in 
TC simulations to match the turbulent observations collected in TCs (Zhang, Marks, et al., 2011). Above the 
diagnosed PBL height,  mK  is calculated as:
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where 
v
 is the model-resolved virtual potential temperature and g  is the gravity. Once mK  is determined, 

the eddy exchange coefficient for heat and moisture is calculated by  1
,t q m rK K P , where rP  is the Prandtl 

number. Despite the simplicity of the scheme, a turbulence parameterization above the PBL based on the 
Richardson number is physically sound since presumably iR  provides an ideal measure of the expected 
turbulence generated by the buoyancy and shear production. The scheme is also attractive for operational 
models as it does not require much computational resource. The key is how to accurately determine the 
static stability 2N  that determines the buoyancy production of turbulence, provided that S is available from 
the model-resolved wind fields.

3. Static Stability in the Eyewall and Rainbands
We examined the eddy exchange coefficients in the HAFS-globalnest simulations and found that the de-
fault PBL scheme is unable to generate turbulent mixing above the PBL in the eyewall and rainbands. 
As an example, Figure 1 shows the horizontal plane distribution of the HAFS-globalnest simulated mK  at 
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different altitudes of Hurricane Michael (2018) at an arbitrary time before the storm reached its maximum 
intensity. Within the PBL, the magnitude and spatial distribution of mK  reflects well the strong turbulent 
mixing in the eyewall and rainbands, but above the PBL, the HAFS-globalnest generated mK  is virtually 
zero, suggesting that the model fails to capture the vertical turbulent transport above the PBL in the eyewall 
and rainbands. This problem is caused by the inappropriate estimation of static stability in the eyewall and 
rainbands using Equation 3 because the formula is valid only for the unsaturated atmosphere. As shown in 
Figure 2a, 2N  at the pressure level of 425 hPa is positive everywhere including the eyewall and rainbands, 
indicating that Equation 3 generates significant biases of static stability in the deep convective eyewall and 
rainbands. As a result, iR  (Figure 2b) is well over the critical Richardson number commonly used for turbu-
lence onset in both TC inner core and outer regions.

The bias of static stability in the eyewall and rainbands can be much reduced if 2N  is calculated using the 
formula for the saturated atmosphere that contains multi-phase of water including vapor and liquid/solid 
hydrometeors as,

                      

2 1 11 ,
1

m s t
m
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where m is the moist adiabatic lapse rate expressed as,
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Figure 1. Horizontal distribution of eddy momentum exchange coefficients ( mK ) at the pressure levels of 925, 850, 725, 
and 550 hPa from a Hurricane analysis and forecast system (HAFS)-Globalnest simulation of Hurricane Michael (2018) 
at 09:00 UTC, October 10, 2018 during Michael's rapid intensification (RI).
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Figure 2. (a), (c), and (e): Brunt-Väisälä frequency calculated by Equation 3 for the unsaturated atmosphere, by Equations 4 and 5 for the saturated atmosphere 
with mixed-phase clouds, and by Equations 6 and 7 treating cloud condensates as “all liquid” at the pressure level of 425 hPa (∼6.76 km in altitude) respectively 
from a HAFS-Globalnest simulation of Hurricane Michael (2018) at 09:00 UTC, October 10 during Michael's RI. (b), (d) and (f): The corresponding R N S

i
 2 2

/ . 
White contours in (c), (d), (e), and (f) indicate zero value of 2N  and iR .
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A derivation of Equations 4 and 5 and the definition of the symbols can be found in Appendix A. For the 
saturated atmosphere with only liquid hydrometeors, no water phase change associated with freezing and 
sublimation is involved, then, Equations 4 and 5 reduce to,
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Equations 6 and 7 are the same as those in Durran and Klemp (1982, c.f., Equations 5 and 19 in their paper). 
The impact of cloud-induced buoyancy on convection simulations has been investigated by a number of 
studies (e.g., Bretherton & Park, 2009; Han & Bretherton, 2019; Schubert et al., 1979). To our knowledge, 
there has been no study to date to discuss how the cloud-induced buoyancy affects the turbulent mixing 
parameterization in the eyewall and how the resultant turbulent transport in eyewall clouds affects the 
pathway to TC intensification. Moreover, in the previous studies for simplicity hydrometeors were treated 
either as “all liquid” or “all ice.” We will show shortly that for deep convective eyewall clouds it is important 
to consider the effect of mixed-phase clouds on static stability.

With the model output, we recalculated 2N  and iR  using Equations 4 and 5 for the saturated atmosphere 
that contains mixed-phase hydrometeors. Figures 2c and 2d show the results at the same time and height 
as those of Figures 2a and 2b. The consideration of the buoyancy induced by clouds substantially reduces 
the overestimated static stability by g z

v v
/ /      . The horizontal distribution of negative 2N  and iR  

(indicating the static unstable regime) matches well with the eyewall and rainbands. As a comparison, we 
also calculated 2N  and iR  using Equations 6 and 7 by treating cloud condensates as “all liquid” (Figures 2e 
and 2f). This allows us to evaluate the effects of solid phase hydrometeors on the stability in eyewall clouds 
above the freezing level. The comparison between Figures 2c–2d and 2e–2f clearly shows that the solid 
phase hydrometeors notably reduce the static stability in the eyewall and rainbands above the freezing 
level. This result suggests that failure to consider the ice effect on static stability can substantially affect the 
fidelity of turbulent mixing parameterization when solid hydrometeors exist above the freezing level in a 
deep convective environment. Note that in this study only the effects of non-precipitating hydrometeors 
are considered in the stability calculation. The impact of large-size precipitating droplets on atmospheric 
stability is a more complicated issue, which will be investigated in our future research.

4. Impact of Eyewall Turbulent Transport on TC Track and Intensity Forecast
To examine how the static stability affects the turbulence parameterization in the eyewall and rainbands 
and the resultant impact on the TC track and intensity forecasts by the HAFS-globalnest, we upgraded the 
EDMF PBL scheme with the stability correction. Everything else is the same except that we replaced the 
model's default calculation of BVF by Equation 3 with Equations 4 and 5 that include the impact of mul-
ti-phase water on static stability. Using the default and modified HAFS-globalnest, we simulated 21 storms 
in the North Atlantic basin of 2016–2019 hurricane seasons. These include major hurricanes (CAT 3–5): 
Gaston (2016), Matthew (2016), Nicole (2016), Harvey (2017), Irma (2017), Jose (2017), Lee (2017), Ma-
ria (2017), Michael (2018), and Dorian (2019); weak hurricanes (CAT 1–2): Hermine (2016), Katia (2017), 
Helene (2018), Isaac (2018), and Leslie (2018); and tropical storms (TS): Gordon (2018), Joyce (2018), Nadine 
(2018), Erin (2019), Fernand (2019), and Gabrielle (2019) totaling 118 forecast cycles. While we were lim-
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ited by the availability of computer resources, we wanted to select a range of cases (strong and weak) over 
the period of 4 years. Therefore, the chosen cases for the HAFS-globalnest simulations are to compromise 
between those two constraints. The TC tracks and intensities simulated by the modified HAFS-globalnest 
with the stability 2N  correction (HAFN, hereafter) and the baseline HAFS-globalnest with the default mod-
el physics (HAFB, hereafter) are then compared with the National Hurricane Center (NHC) best-track data.

The overall performance of 5-days track forecasts is summarized in Figure 3. The stability correction shows 
a consistent improvement on the storm track forecasts. It reduces the absolute track error (defined as the 
absolute distance between the simulated TC center position and that of the best-track data) by ∼15 Nautical 
miles (n mi) by the end of the 5-days forecast (Figure 3a). The decomposition of the absolute track error 
into the along-track and cross-track bias (Figures 3b and 3c) shows that the track improvements are mainly 
from the reduction of the along-track biases. The default HAFB produces large negative along-track biases 
meaning that the simulated storms move too slow with respect to the best-track data. This negative bias is 
largely reduced by HAFN.

The statistics of intensity forecasts are shown in Figure 4, where we examined both absolute intensity error 
(defined as the absolute difference in the maximum wind speeds between the simulated storms and the 
best-track data) and intensity bias that includes the sign with respect to the best-track data. As shown in 
Figure 4a, the largest improvement in intensity forecast is seen in the 2–3 days forecasts when the absolute 
intensity error is reduced by ∼4–5 Kt due to the stability correction. Figure 4b further indicates that HAFB 
under-predicts the storm intensity by ∼(−10, −20) Kt for 2- to 5-days forecasts. HAFN notably reduces this 
negative bias down to a range of ∼(−5, +5) Kt. Such an improvement in wind speed forecast is consistent 
with the forecast of storm minimum center pressure. HAFB over-predicts pressure by ∼(5, 10) hPa, and this 
error is reduced down to ∼(−2, 2) hPa by HAFN (not shown here).

We also verified the forecasts of TC structure measured by the radius of maximum of wind (RMW), 34-Kt 
radius, 50-Kt radius, and 64-Kt radius (Figure 5). Since not all storms evaluated in this study reach the in-
tensity of 34 Kt, 50-Kt, and 64-Kt, less forecast cycles are available for these statistical evaluations. HAFB 
generates large positive biases in RMW. This bias is notably reduced by HAFN, suggesting that the stability 
correction allows HAFN to produce a better eyewall structure. It is, however, unclear why HAFN produces 
a larger negative bias in 50-Kt radius by ∼3 n mi than HAFB considering that HAFN yields smaller bias er-
rors of both 34-Kt and 64-Kt radii. This issue will be further investigated when more samples are generated. 
In short, the stability correction notably improves the HAFS-globalnest's forecasting skill in almost all key 
measures commonly used for the evaluation of operational TC forecasts.

5. Role of Eyewall Turbulent Transport in the Pathway to TC Intensification
While the improvement in HAFS-globalnest's forecasting skill in track and intensity change due to the sta-
bility correction is clearly shown in the simulations of North Atlantic basin TCs, the underlying reason for 
such an improvement is not fully understood. In this section, we will use the HAFS-globalnest simulations 
of Hurricane Michael (2018) to further demonstrate the forecasting skill improvement due to stability cor-
rection and explore the role of eyewall turbulent transport in the pathway to TC intensification.

Figures 6a–6c compare the storm tracks and intensities of Michael (2018) simulated by HAFB and HAFN 
initialized at 18:00 UTC October 7 along with the best-track data. Both simulations predict an excellent 
storm track that matches the best-track data well in the 5-days forecast. The simulated storm starts to devi-
ate from the best-track toward the south after 18:00 UTC October 12. Despite an excellent storm track fore-
cast by HAFB, it under-predicts the observed storm intensity by a large margin. In contrast, HAFN nearly 
reproduces the best-track intensity. Note that although the storm track and intensity changes in all 5-days 
forecast are shown in Figures 6a–6c, the analyses presented in the rest of the sections only focus on the RI 
period from 00 UTC October 9 to 18 UTC October 10 before Michael's landfall. The nearly identical storm 
tracks before Michael's landfall produced by HAFB and HAFN implies that the storm vortex evolves in the 
same large-scale environment in both simulations. Indeed, the analyses of large-scale fields indicate that 
the TC vortex is embedded in the nearly identical environment in the two simulations (not shown here). 
Then, why does the simulated storm vortex undergo different intensification pathway despite the same 
external forcing? The underlying reasons will be explored in the rest of this section. We hope that this can 
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Figure 3. Bias errors in Nautical miles (n mi) of track forecasts by Hurricane analysis and forecast system (HAFS)-globalnest as the function of forecast lead 
time (hours) of 21 storms in the North Atlantic basin of 2016–2019 hurricane seasons. (a): Absolute track errors with respect to the best-track data produced by 
HAFB (blue) and HAFN (red). (b) and (c): As in (a) but for the along-track and cross-track bias, respectively. Note that the negative (positive) along-track bias 
indicates the simulated storms are behind (ahead of) the best-track data, whereas the negative (positive) cross-track bias indicates the simulated storms are left 
(right) to the best-track data. The error bars indicate the 95% confidence interval. The numbers at the bottom of the figure indicate the samples used for the 
statistics.

Figure 4. The same as Figure 3 but for bias errors of intensity forecasts by HAFB (blue) and HAFN (red). (a) Absolute intensity errors (Kt) defined as the 
absolute difference in maximum wind speeds between simulations and best-track data. (b): Intensity biases with respect to the best-track data with sign. The 
error bars show the 95% confidence interval.
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provide an insight into the vortex intensification governed by the storm internal dynamics and energetics 
and a guidance for further improvement of intensity forecast skill of HAFS-globalnest.

To examine the fidelity of the vortex inner-core structure simulated by HAFS-globalnest, Figures  6d–6f 
compare the simulated radar reflectivity of Michael at 09:00 UTC, October 10 with the satellite color image 
of 85 GHz Polarization corrected brightness temperature (PCT) at 07:37 UTC October 10. This is a time 
close to the peak intensity of Michael. A well-defined convective ring feature around the storm center is 
clearly visible in the satellite image (Figure 6d). The eyewall and rainband convection shows a wavenum-
ber-1 asymmetry with the strongest convection to the north and northeast quadrants. HAFN reasonably 
reproduces the observed inner-core and outer rainband structures including a nearly closed eyewall convec-
tive ring, the asymmetric rainbands to the north and northeast quadrants, the long outer rainband tail to the 
south and southeast quadrants, and the moat in-between the inner and outer rainbands. The asymmetric 
rainband feature of Michael is also somewhat reproduced by HAFB but with much weaker reflectivity than 
that of HAFN.

Figure  7 compares the HAFB and HAFN simulated radius-height structure of azimuthal-mean vertical 
velocity, tangential wind, radial inflow/outflow, radial flow convergence, mixing ratios of sum of cloud, ice, 
and snow, and rain water averaged over the period from 00:00 UTC October 9 to 18:00 UTC October 10 when 
Michael underwent its RI. Compared with HAFB, HAFN generates stronger updrafts (color shades in Fig-
ure 7b) in the eyewall, stronger radial inflow (red solid contours) within the PBL and outflow (red dashed 
contours) above, consistent with the stronger tangential winds. In HAFN, the radial flow convergence 
(white contours in Figure 7d) is strong and matches well with the eyewall updrafts. This feature facilitates 
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Figure 5. The same as Figure 3 but for the forecast bias errors of tropical cyclone (TC) structure measured by (a): 34-Kt radius, (b): 50-Kt radius, (c): 64-Kt 
radius, and (d) radius of maximum of wind (RMW) as the function of forecast lead time (hours). The error bars show the 95th percent confidence interval.
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an efficient transport of moisture into the eyewall to result in a large amount of condensates (color shading 
in Figure 7d) in the eyewall. The resultant latent heating fosters the rapid converging spin-up processes 
as air parcels move radially inward and ascend swiftly within the eyewall. In the meantime, HAFN also 
generates more precipitation in the inner-core region (red contours in Figure 7d). As discussed by Tyner 
et al. (2018), the downdrafts resulting from the evaporative cooling of precipitation can effectively uplift the 
updrafts, leading to the further development of eyewall convection. In contrast, HAFB generates a much 
weaker radial inflow (Figure 7a) and radial flow convergence (Figure 7c) despite a similar depth of inflow 
layer to that of HAFN. The weak radial inflow and radial flow convergence are unfavorable to the rapid 
development of the vortex, since it cannot provide sufficient moisture upward to generate efficient converg-
ing spin-up processes. This result suggests that the difference in storm intensity simulated by HAFB and 
HAFN may be largely attributed to the differences in strength and structure of the secondary overturning 
circulation resulting from eyewall convection. A more robust microphysical-dynamical interaction in the 
inner-core region is generated by HAFN during the RI of Michael. The enhanced radial inflow in HAFN 
leads to greater inward transport of angular momentum in the PBL, which can lead to enhanced spin-up 
of the vortex (Montgomery & Smith, 2014). This mechanism will be discussed in detail from the tangential 
wind budget analyses presented shortly.

To further illustrate the impact of stability correction on the vertical turbulent transport in the eyewall, 
Figure 8 shows the azimuthal-mean vertical profiles of 2N , iR , mK , buoyancy fluxes, total water fluxes, and 
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Figure 6. (a–c): Track, maximum surface wind speed, and storm central minimum pressure of Michael simulated by HAFB (blue) and HAFN (red) along 
with the best-track data (Black). Symbols “o” and “” indicate the storm center locations at 18 UTC October 7 and October 12, respectively. (d): Naval Research 
Laboratory 85 GHz Polarization corrected brightness temperature (PCT) from the Advanced Microwave Scanning Radiometer 2 (AMSR2) of GCOM-W1 
satellite at 07:37 UTC, October 10. (e and f): Radar reflectivity averaged over the pressure levels of 525–300 hPa at 09:00 UTC, October 10 simulated by HAFB 
and HAFN, respectively.
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momentum fluxes at RMW during Michael's RI simulated by HAFB and HAFN. The stability correction via 
Equations 4 and 5 shows a great impact on 2N , iR , and eddy diffusivity, as well as the vertical buoyancy, total 
water, and momentum fluxes induced by the model-resolved and parameterized SGS processes. The large 
total vertical fluxes in HAFN suggest that the stability correction in eyewall clouds yields a robust interac-
tion between the model-resolved and SGS processes leading to the RI of Michael. To examine the effect of 
hydrometeor phase on atmospheric stability and vertical eddy diffusivity, we calculated two fictitious cases 
by treating cloud condcensates as either “all liquid” or “all ice.” The results are shown by the green dashed 
and black dashed lines in Figures 8a–8c, respectively. Notable biases of 2N , iR , and mK are shown above and 
below the freezing level respectively for the two extreme scenarios when condensates are treated as “all liq-
uid” or “all ice.” It suggests that a poor treatment of mixed-phase clouds in the eyewall may lead to incorrect 
pathways to TC intensification.

The large differences in the azimuthal-mean tangential wind between the two simulations shown in Fig-
ures 7a and 7b suggest that the storm intensification may be better understood by looking into the tangen-
tial wind tendencies induced by various processes. The azimuthal-mean tangential wind budget equation 
may be written as,
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where r, λ, and z are the radial, azimuthal, and vertical coordinate axes; u, v, and w are the model-resolved radi-
al, tangential, and vertical wind components, respectively; Overbar and prime indicate the azimuthal-mean 
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Figure 7. (a) and (b): Radius-height structure of azimuthal-mean vertical velocity (color shades ms−1), tangential wind speeds (blue contours from 5 to 
50 ms−1), radial inflow (red solid contours with values of −1, −5, −10, −15, and −20 ms−1), and radial outflow (red dashed contours with values of 1, 5, and 
10 ms−1) averaged over the period from 00 UTC October 9 to 18 UTC October 10 during Michael's RI simulated by HAFB and HAFN, respectively. (c) and (d): 
The same as (a) and (b) but for the radial flow convergence (white contours with values of −0.2, −0.1, and −0.05 s−1), rain water mixing ratio (red contours with 
values of 0.6, 0.9, and 1.2 gkg−1), and the sum of cloud, ice and snow mixing ratio (color shades, gkg−1).
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and the perturbations away from the azimuthal-mean;        v r v r/ /  and    f  are the relative 
vorticity and absolute vorticity, respectively; f is the Coriolis parameter. The first and second terms on the 
right-hand side (RHS) of Equation 8 represent the tendencies resulting from the radial transport of mean 
absolute vorticity by the mean radial flow and the vertical advection of mean tangential wind by the mean 
vertical velocity. These two terms are determined by the interaction between the axisymmetric primary cir-
culation and secondary overturning circulation. The third, fourth, and fifth terms on the RHS of Equation 8 
are the tendencies resulting from the radial, tangential, and vertical eddy correlations. These three terms are 
determined by the model-resolved asymmetric eddies. The last term on the RHS of Equation 8, sgs _D , is the 
friction dissipation tendency resulting from SGS turbulence and viscosity. Since sgs _D  is mainly negative 
near the surface, in this study we do not explicitly calculate this term, rather, we look for the terms on the 
RHS of Equation 8 that can result in positive tendencies to overcome the friction dissipation leading to the 
acceleration of the mean vortex.

From the model output, we calculated the first five terms on the RHS of Equation 8. Here, we first show 
the detailed budget analyses of Michael simulated by HAFN, and then, compare the results with those from 
HAFB to reveal the important differences between the two simulations that lead to the different pathways 
to Michael's intensification. Figures 9a and 9b show the two tendency terms associated with the mean sec-
ondary overturning circulation during Michael's RI. The radial transport of absolute vorticity ( u , color 
shades) generates large positive and negative tendencies within the inflow and outflow layer, respectively. 
The peak tendency occurs on the inward side of RMW. This radius-height structure of u  is easy to un-
derstand from the distribution of mean radial flow (red solid and dashed contours) and absolute vorticity 
(black contours). Since   is positive everywhere, the sign of u  is determined by the mean radial flow, 
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Figure 8. Vertical profiles of azimuthal-mean 2N , iR , mK , buoyancy fluxes, total water fluxes, and momentum fluxes at radius of maximum of wind (RMW) 
averaged over the period from 00 UTC October 9 to 18 UTC October 10, 2018 simulated by HAFB (blue) and HAFN (red). The fluxes shown in (d–f) include 
both model-resolved and sub-grid scale (SGS) components. The green dashed and black dashed lines in (a–c) indicate the profiles of 2N , iR , and mK  calculated 
by treating cloud condensates as “all liquid” and “all ice,” respectively.
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yielding positive and negative tendencies of u  in the inflow and outflow layer, respectively. The peak 
value of u  occurs somewhere between the strongest inflow and maximum   depending on the specific 
radius-height structure of radial flow and absolute vorticity.

The sign of the tendency induced by    w v z/  can also be easily determined from the radius-height struc-
ture of the mean vertical velocity and tangential wind (Figure 9b). Since w is positive in the vicinity of RMW, 
the sign of    w v z/  is determined by the vertical gradient of tangential wind. Below and above the height 
of peak tangential wind, which is located just below  0u ,   v z/  is positive and negative, respectively. 
Therefore,    w v z/  has an opposite sign to u , causing the two terms to cancel each other. But since 
the magnitude of    w v z/  is overwhelmed by u  (Figure 9a vs. 9b), the positive tendency caused by 
   w v z/  above the height of peak tangential wind will not generate net acceleration of the mean vortex.

The tendencies resulting from the model-resolved asymmetric eddies are shown in Figures 9c–9e, respec-
tively. The tendency induced by   u  is mostly negative throughout the entire vertical column in the in-
ner-core region near RMW (Figure 9c). To better understand this negative tendency of   u , we examined 
the horizontal structure of the vortex at different pressure levels. As an illustration, Figure 10a shows the 
plane distribution of tangential wind, radial flow, and relative vorticity at 900 hPa (∼850 m in altitude) av-
eraged over the same period as that of Figure 9c. All three variables show wavenumber-1 asymmetric struc-
tures resulting likely from the mean wind shear. The strongest and weakest tangential winds occur in the 
northeast and south quadrant, respectively (black contours). The largest relative vorticities also occur in the 
north quadrant but inside of the strongest tangential wind (white contours), reflecting the combined varia-
tions of v r/  and  v r/  (the two components in  ). The radial inflow (blue shades) corresponds well with the 
strong tangential wind. As air converges inward, it must move up to conserve its mass. This causes the radial 
outflow (orange shades) to occur inside of the radial inflow. As a result, radial flow is somewhat positively 
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Figure 9. Azimuthal-mean tangential wind tendencies (color shades) induced by (a) u ; (b)    w v z/ ; (c)   u  ; (d)      v v r/  ; (e)     w v z/ ; and 
(f) the sum of (a)–(e) averaged over the period of 03–15 UTC October 10 simulated by HAFN. The black, red solid, and red dashed contours in (a) are   (1e−3, 
3e−3, and 5e−3 s−1) and u  (−20, −10, −1, 1, 2, and 3 ms−1). The blue contours in (b) are w (0, 0.5, and 1.0 ms−1). The brown solid and dashed contours in (e) are 
 v z/  (0.03, 0.01, 0, −0.001, −0.005, and −0.01 s−1). The thick blue line in (e) denotes the height of minimum  v z/ . The back and thick red contours in (f) are 
v  (15–65 ms−1) and  0u . The white contour is the contour of zero tendency. (g) and (h): Dropsonde composites of normalized tangential wind and radial flow 
( v v u u

max min
/ , /   ) as the function of height and normalized radius by RMW from ∼800 dropsondes collected in 13 TCs (after Zhang et al., 2020).

Figure 10. (a): Horizontal plane distribution of tangential wind (v, black contours, 60, 65, 70, and 73 ms−1), radial flow (u, color shades, ms−1), and relative 
vorticity ( , white contours, 4e−3, 5e−3, 6e−3, and 8e−3 s−1) at the pressure level of 900 hPa averaged over the period of 03:00–15:00 UTC October 10 from HAFN. 
(b): The same as (a) but for  /v z (color shades, s−1) and vertical velocity (w, black contours, 0.2, 0.5, 1.0, and 1.5 ms−1).
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correlated to the relative vorticity, leading to the negative tendency of   u  shown in Figure 9c. Thus, the 
eddy radial correlation will not accelerate the primary vortex. The calculations show that      v v r/   

(Figure 9d) is much smaller than the other eddy terms, thus, it is negligible in the evolution of a vortex.

As shown in Figure 9e,     w v z/  generates a positive tendency above the height of maximum tangential 
wind near RMW, which can be well explained by the plane distribution of the vertical velocity and verti-
cal gradient of tangential wind (Figure 10b). At the pressure level of 900 hPa, which is above the height 
of the peak tangential wind, the tangential wind decreases with height near RMW. This negative  v z/  
(blue color shades) corresponds well with the updrafts (black contours), leading to the positive tendency 
of     w v z/ . The radius-height structure of     w v z/  may also be qualitatively understood from the 
eddy perturbation argument as follows. Above the height of the minimum   v z/  (thick blue line in Fig-
ure 9e) near RMW,   v z/  increases with height (dashed orange contours in Figure 9e). Now considering 
the perturbation induced by a random eddy. An upward perturbation (   0w ) will yield    v z/ 0 since 
the eddy moves into a new environment that has the larger value of  v z/  than that of its initial environ-
ment before the perturbation. This yields     w v z/ 0. Likewise, a downward perturbation (   0w ) will 
yield    v z/ 0 as the eddy moves into a new environment that has a smaller value of  v z/ . This again 
results in     w v z/ 0. The net effect of eddy perturbations, thus, is to generate a positive tendency of 

    w v z/  regardless of the orientation and magnitude of an eddy perturbation. A similar argument can 
be applied to the layer below the height of the minimum  v z/ . An upward (   0w ) or downward (   0w ) 
eddy perturbation will yield    v z/ 0 or    v z/ 0, respectively, to result in a net negative tendency 

of     w v z/ . Note that the sign of the actual     w v z/  calculated from the model output may not 

exactly follow the previous eddy perturbation argument. This is because the actual value of     w v z/  
involves the complicated 3D feature of a vortex, whereas the eddy perturbation argument is made only from 
a 1D simplification (upward or downward). Nonetheless, it provides a concise way to understand the contri-
bution of asymmetric eddies to the tendency of a vortex's intensification. As we see here, the eddy induced 
tangential wind tendency is linked closely to the mean radius-height structure of a vortex.

To understand the contributions of eddy correlation terms to the vortex intensification relatively to the 
mean secondary circulation, Figure 9f shows the total tendencies induced by the first five terms on the RHS 
of Equation 8. It clearly shows that the positive tendency above the inflow layer induced by     w v z/  
(Figure  9e) is overwhelmed by the negative tendencies induced by other terms. This leaves the inward 
transport of absolute vorticity by the mean radial inflow ( u ) to be the main driving force for the vortex 
acceleration in this case. As shown in Figure 9f, the largest positive tendency occurs near the surface in the 
vicinity of RWM, but it is largely canceled out by the negative tendency of friction dissipation (not shown 
here). The combined effect of u  and the friction dissipation causes the net acceleration of tangential wind 
to occur in the upper inflow layer just beneath the surface of  0u . This result is consistent with the drop-
sonde observations reported by Zhang, Rogers, et al. (2011), Zhang et al. (2020). Figures 9g and 9h adopted 
from Zhang, Rogers, et al. (2011), Zhang et al. (2020) show the composite radius-height structure of tan-
gential wind and radial flow normalized by their peak values and RMW from ∼800 dropsondes collected in 
13 TCs in the North Atlantic basin (Detailed information about the dropsonde observations can be found in 
the references provided). It clearly shows that the maximum tangential wind speed occurs inside the inflow 
layer just beneath the surface of  0u . The consistency of radius-height structure of the tangential wind 
and radial flow between the HAFN simulation and the dropsonde composites supports the conclusion that 
the radially inward transport of absolute vorticity by the mean secondary circulation is mainly responsible 
for the vortex acceleration during Michael's RI.

It should be noted that the importance of the mean secondary circulation to TC intensification drawn from the 
budget analyses here does not conflict with the mechanism of 3D rotating convective updraft paradigm pro-
posed by Montgomery and Smith (2014), which states the importance of asymmetric eddies, such as hot towers, 
to TC intensification. Persing et al. (2013) showed that the 3D eddy processes associated with vortical plumes 
can assist the intensification process by contributing to the azimuthally averaged heating rate and to the radial 
contraction of the maximum tangential velocity. This is consistent with the result of Nolan et al. (2007) who 
demonstrated that the intensification of a balanced, baroclinic TC-like vortex is mainly driven by the TC sym-
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metric response to the azimuthally averaged diabatic heating, rather than to the heating associated with individ-
ual asymmetries distributed around the TC vortex. The detailed interaction between eyewall asymmetric con-
vective elements and the acceleration of the mean vortex circulation will be investigated in our future research.

As a comparison to the tangential wind budget analyses from the HAFN simulation, Figure 11 shows 
the same budget analyses from the HAFB simulation. Both budget analyses share the same character-
istics in that the radial transport of absolute vorticity ( u ) dominates over other tendency terms but it 
is much weaker in HAFB than in HAFN. To illustrate how this difference affects the vortex evolution 
during the intensification of Michael (2018), Figure 12a compares the time variation of u  averaged 
over the radii of (RMW−10, RMW+10) km and below the pressure level of 900 hPa between the two 
simulations. In HAFN, u  starts to increase before Michael's RI, and then, jumps into the RI (red 
line). After that, it stays high throughout the RI period till the landfall of Michael. This large positive 
tendency induced by the inward transport of absolute vorticity and the resultant increase of tangential 
wind enhance surface evaporation and radial convergence of moisture in the PBL (Figure 12b, red line), 
which further fosters stronger eyewall convection evidenced from the increase of vertical velocity (Fig-
ure 12c, red line). The enhanced eyewall convection in turn causes the further increase of radial inflow 
(Figure  12d, red line). The fact that these processes go hand-in-hand suggests that a Wind-Induced 
Surface Heat Exchange (WISHE, Emanuel, 2003) like positive feedback mechanism has been kicked off, 
leading to the RI of Michael in the HAFN simulation. In contrast, the positive tendency induced by u  
in HAFB (blue line) remains small compared with that in HAFN. Thus, after compensating the friction 
dissipation and other negative tendencies, the remnant of u  is not sufficiently large to generate the 
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Figure 11. The same as Figures 9a–9f but for the tangential wind budget analyses from HAFB.
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needed acceleration of tangential wind to kick off the WISHE-like feedback mechanism underlying the 
RI of Michael. This result suggests that regardless of the strength of individual convective elements the 
azimuthal-mean eyewall convection must exceed a critical level so that the induced mean secondary 
overturning circulation can generate sufficiently large inward transport of absolute vorticity needed for 
vortex intensification.

One question remains to be answered is why eyewall convection can develop and kick off Michael's RI 
in HAFN but not in HAFB with the only change in the stability calculation. To answer this question, we 
examined the vertical moisture transport induced by the model-resolved convection and parameterized SGS 
turbulent processes. The model-resolved vertical flux of a generic scalar  is commonly calculated as  w  
using the eddy correlation method, where overbar and prime are the domain mean and perturbations away 
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Figure 12. Time variations of azimuthal-mean (a) inward transport of absolute vorticity  u ; (b) convergence of radial moisture flux    uq r
v

/ ; (c) vertical 
velocity w, and (d) radial inflow u  averaged over the radii of (RMW−4, RMW+4) km and below the pressure level of 900 hPa from HAFB (blue) and HAFN 
(red).
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from the mean. Since HAFS-globalnest is a basin-scale model, when applying this method for estimating 
fluxes, a domain used for calculating the mean and perturbations needs to be defined. We tested several 
domains with different sizes and found that the calculated fluxes do not vary substantially as long as the 
domain covers the entire vortex. The fluxes presented below are calculated from a domain that consists of 

100 100 model grid points centered at the storm eye, covering an area of ∼ 300 300 km2. Once the domain 
mean at each model level is determined, the flux at each model grid point is calculated as  w . Note that the 
eddy correlation method was originally designed for estimating fluxes by assuming horizontally homogene-
ous ambient conditions. But the mean fields of a TC vortex are not horizontally homogeneous. This intro-
duces an uncertainty when applying the eddy correlation method. The related issues of how to accurately 
quantify the vertical transport in a TC environment will be further investigated in our future research. The 
vertical fluxes induced by the SGS turbulent process at each model grid are calculated as    K z / , where 
K  is the eddy diffusivity. Once the model-resolved and SGS fluxes at each model grid are determined, the 
azimuthal-mean fluxes are calculated by averaging over the rings centered at the storm eye as the function 
of radius at each model level.

Figures 13a–13d show the radius-height distribution of azimuthal-mean model-resolved and SGS vertical 

moisture fluxes (  
w q

v
 and    K q z

q v
/ ) averaged over an early simulation period before Michael's RI. In 

the HAFN simulation, there are a large amount of SGS vertical moisture fluxes in the PBL induced by the 
PBL turbulent processes (Figure 13d). The model-resolved moisture fluxes in the PBL are negligible since 
3 km grid resolution of HAFS-globalnest is too coarse to resolve PBL turbulence (Figure 13c). Above the 
PBL, the static stability correction allows HAFN to generate a significant amount of SGS moisture flux-
es that are comparable to the model-resolved moisture fluxes. Because of the combined vertical moisture 
transport by the model-resolved and SGS processes, the eyewall convection can develop sufficiently strong 
to generate the needed positive tendency resulting from the inward transport of absolute vorticity to over-
come the frictional dissipation and other negative tendencies, leading to the acceleration of vortex's primary 
circulation as discussed previously. In the HAFB simulation, the PBL scheme also generates a large amount 
of SGS moisture fluxes in the PBL as expected (Figure 13b), but little turbulence is generated above the PBL 
because of the incorrect estimation of in-cloud static stability. This suppresses the SGS vertical moisture 
transport in eyewall and rainband clouds. The moisture transport by the model-resolved processes alone 
(Figure 13a) is not enough to support the needed convection to kick off the WISHE-like feedback mecha-
nism among the eyewall convection, mean secondary circulation, acceleration of the primary circulation 
by the inward transport of absolute vorticity, surface evaporation, and radial convergence of moisture in 
the PBL.

Figures 13e–13h shows the same vertical moisture fluxes but averaged over a later simulation period dur-
ing Michael's RI. In the HAFN simulation, the radius-height structure of SGS moisture transport remains 
the same with the magnitude slightly increased compared to the early simulation time (Figures  13d 
vs.  13h). A key difference from the early simulation time is that the model-resolved moisture fluxes 
dominate over the SGS moisture fluxes (Figures 13g vs. 13h). It suggests that the SGS processes have 
successfully helped initiate the WISHE-like positive feedback at the earlier time. Once the pathway is set, 
the internal interaction among the model-resolved processes can drive the vortex to intensify by itself. In 
the HAFB simulation, the WISHE-like positive feedback has never really been fully excited without the 
assistance from the SGS moisture transport above the PBL. This sets up a different pathway for the vortex 
development in which the internal interaction among the model-resolved processes is unable to generate 
the sufficiently large inward transport of absolute vorticity to kick off the WISHE-like positive feedback. 
It is in this context that the role of SGS turbulent transport above the PBL in TC intensification is clear, 
that is, it helps initiate the WISHE-like positive feedback underlying the RI that sets the intensification 
pathway for a developing vortex. Note that here we use vertical moisture flux as an example to illustrate 
the mechanism underlying the RI. In fact, the signature of the positive feedback initiated by the eyewall 
SGS turbulent transport is also shown in other second-order eddy moments, such as the buoyancy, total 
water, and momentum fluxes.
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6. Summary
The vertical SGS turbulent transport is an important process that needs to be appropriately parameterized 
in numerical prediction of TCs. In a TC environment, turbulence is no longer a flow feature only pertaining 
to the PBL, it can also be generated by the cloud processes aloft above the PBL. In particular, in the eye-
wall and rainbands of a TC, there is no physical interface (such as an inversion) to separate the turbulence 

ZHU ET AL.

10.1029/2021JD034983

20 of 26

Figure 13. (a–d): Azimuthal-mean vertical moisture fluxes induced by the model-resolved and parameterized sub-grid scale (SGS) eddy processes averaged 
over the period of 03–21 UTC, October 8 before Michael's RI from the simulations by HAFB and HAFN, respectively. (e–h): The same as (a–d) but for the 
moisture fluxes averaged over the period of 03–15 UTC, October 10 during Michael's rapid intensification (RI).
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generated within and above the PBL. How to remediate a conventional turbulent mixing scheme developed 
originally for non-TC conditions so that it can appropriately account for the turbulence within and above 
the PBL in the eyewall and rainbands is an important issue to address.

We found that the turbulent mixing scheme used in the HAFS-globalnest, a new multi-scale forecasting and 
analyses system for TC prediction, lacks the ability to represent the intense turbulent mixing in eyewall or 
rainband clouds. This problem results from the incorrect calculation of static stability using the BVF for-
mula that is, only valid for the unsaturated atmosphere, and thus, it cannot account for the cloud-induced 
buoyancy in the eyewall and rainbands. From a parcel theory, we derived an expression of BVF for the 
saturated atmosphere containing multi-phase of water including vapor and liquid and solid hydrometeors. 
The offline calculations using the HAFS-globalnest model output show that the new formula of BVF for 
the saturated atmosphere substantially reduces the large stability bias estimated by the unsaturated BVF 
formula, which allows the turbulent mixing scheme to generate the appropriate eddy exchange coefficients 
in eyewall and rainband clouds. The analyses further show that the solid hydrometeors have a notable im-
pact on the static stability of eyewall deep convection. Neglecting the effect of solid hydrometeors on static 
stability above the freezing level may lead to a poor parameterization of in-cloud turbulence and affect the 
fidelity of convection simulation in the eyewall.

We implemented the static stability correction in HAFS-globalnest and simulated 21 storms that include 
major CAT 3–5 hurricanes, weak CAT 1–2 hurricanes, and TS in the North Atlantic basin of 2016–2019 hur-
ricane seasons, totaling 118 forecast cycles using the baseline HAFB and the HAFN. The comparison with 
the NHC best-track data show that HAFN outperforms HAFB in almost all forecasting measures of storm 
track, intensity, and structure. Specifically, the stability correction reduces the track forecasting error by ∼15 
NM by the end of 5-days forecast, cuts the intensity forecasting error down to (−5, +5) KT compared with 
(−10, −20) KT by HAFB in 2–5 days forecast, improves the forecast of absolute maximum wind speed by 
[4, 5] KT in 2–3 days forecast, and reduces the negative biases of RMW by ∼(3, 6)  n mi in 1–5 days forecast. 
These improvements suggest the importance of the parameterization of vertical turbulent transport above 
the PBL in the eyewall to the numerical prediction of TCs, in particular, to the correction of the negative 
intensity bias of HAFS-globalnest.

To better understand the role of eyewall turbulent transport in TC intensification, we compared and ana-
lyzed the simulations of Hurricane Michael (2018) by HAFB and HAFN. It shows that the vortex structure 
including the eyewall, asymmetric rainbands, and the moat between the eyewall and rainbands simulated 
by HAFN resembles more to that observed by the satellite than the one simulated by HAFB. HAFN also 
generates a stronger secondary overturning circulation and a more robust microphysical-dynamical interac-
tion in the inner-core region during Michael's RI than HAFB. This manifests a strong dependence of vortex 
structure and mean secondary circulation on the parameterized in-clouds turbulent processes in the eye-
wall. It suggests that the intensification processes may be understood from the azimuthal-mean perspective.

The azimuthal-mean tangential wind budget analyses show that the positive tendency resulting from the 
radially inward transport of absolute vorticity by the mean radial inflow dominates the eddy correlation ten-
dencies induced by the model-resolved asymmetric eddies and serves as a main mechanism for the vortex 
acceleration. In the HAFN simulation of Michael, the large positive tendency induced by the inward trans-
port of absolute vorticity accelerates the tangential wind, leading to the increase of surface evaporation and 
radial convergence of moisture in the PBL, which in turn fosters stronger eyewall convection and causes the 
further increase of radial inflow. This kicks off a WISHE-like positive feedback leading to the RI of Michael. 
In contrast, the tendency induced by the inward transport of absolute vorticity in the HAFB simulation 
remains relatively small. The remnant positive tendency after compensating for the frictional dissipation is 
not sufficiently large to generate the needed acceleration of tangential wind to kick off the WISHE-like feed-
back mechanism. This result suggests that the mean eyewall convection must exceed a critical level so that 
the induced secondary overturning circulation can generate sufficiently large inward transport of absolute 
vorticity needed for vortex intensification.

The diagnoses of the vertical moisture transport induced by the model-resolved and SGS eddy process-
es show that the latter plays a key role in initiating the WISHE-like positive feedback underlying the RI. 
Without the SGS vertical moisture transport above the PBL in the eyewall, the moisture transport by the 
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model-resolved processes alone in the HAFB simulation is not sufficient to support the needed convection 
to kick off the WISHE-like positive feedback mechanism. The situation is different in the HAFN simulation 
in which the parameterized SGS vertical moisture transport above the PBL is comparable to that induced by 
the model-resolved processes before Michael's RI. It is the combined turbulent transport by the model-re-
solved and SGS processes that kicks off the WISHE-like positive feedback. It is in this context that the role 
of the SGS turbulent transport above the PBL in TC intensification is clear. It helps initiate the WISHE-like 
positive feedback underlying the RI that sets the intensification pathway for a developing vortex. Finally, 
we want to note although this mechanism appears to be robust at the current model resolution, it needs to 
be reevaluated as model resolution becomes sufficiently high to resolve large energy-containing turbulent 
eddies.

Appendix A: BVF for the Unsaturated and Saturated Atmosphere
Static stability of the atmosphere may be measured by the vertical acceleration of an air parcel in its envi-

ronment, a g
e p p     / , where   is the air density, superscripts “p” and “e” denote the air parcel 

and environment respectively hereafter. Applying the ideal gas law,  d vp R T , where p is the air pressure, 
vT  is the virtual temperature, and dR  is the gas constant for dry air, the acceleration of an air parcel may be 

rewritten as a g T T T
v

p

v

e

v

e   / , where we have used the adiabatic assumption p ep p . Assuming that 

the air parcel at height  0z  is in an equilibrium, that is,    0 0p e
v vT T , for a small vertical displacement 

 z, one has: T T T z z
v

p

v

p

v

p      0 /   and T T T z z
v

e

v

e

v

e      0 /  . This yields   2a N z, where

  
     

2 ,
e p

v v
e

v

g T TN
z zT

 (A1)

is known as the Brunt-Väisälä frequency (BVF).

For the unsaturated atmosphere,    T z
v

p

/  may be replaced by the dry adiabatic lapse rate d pdg C  / , 
where pdC  is the specific heat of dry air at constant pressure. Defining the virtual potential temperature as 

v v

Rd Cp
T p p  0

/
/

, where 0p  is a reference pressure, then, applying it to the environment and taking its 
derivative with respect to height z, it is easy to show that Equation A1 may be rewritten as,




  
      

2 .
e e

v v
e e

pdv v

g T g gN
z C zT

 (A2)

For the saturated atmosphere, Equation A2 is no longer valid since    T z
v

p

/  deviates substantially from 

d owing to the latent heating release. In this case, 2N  needs to be calculated directly from Equation A1, 
where an expression of vT  may be derived as follows.

     
    1 1 ,d s c t

d

p Eq q q
R T (A3)

where d is the dry air density; sq , cq , and tq  are the mixing ratios of the saturated water vapor, condensate 
(liquid and solid), and total water, respectively; E is the saturated water vapor pressure, which can be relat-
ed to sq  as: q E p E

s
   / , where    R R

d v
/  is the ratio of gas constant for dry air dR  to gas constant 

of water vapor vR . Equation A3, then, can be rewritten as, p R T q qd s t       1 1/ / . From that, one 
may define vT  as,

T T
q

q
v

s

t


  



1

1

/
.


 (A4)

with Equation A4, Equation A1 becomes,
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2 1 1 1 1 1 1 .
1 1

e e e p p p p
s t v s t

e e pe e p p
vs t s t

T q q T T q qN g
z z z z z zT T Tq q q q 

 (A5)

                q z q q E z p p z
s s s
/ / / / /1 1  in Equation  A5 can be easily calculated from the 

Clausius–Clapeyron equation for the saturated atmosphere containing single type of hydrometeors (either 
liquid or solid). However, it is not easy to determine for the saturated atmosphere containing both liquid and 
solid hydrometeors. Here, we define     1w iE E E , where   and 1  are the ratios of liquid and sol-
id hydrometeors to total hydrometeors; wE  and iE  are the saturated water vapor pressure associated with liq-
uid and solid hydrometeors that satisfies 1

2
/ / /E E T l R T

w w v v        and 1
2

/ / /E E T l R T
i i s v       , 

respectively; vl  and sl  are the specific latent heat of vapourization and sublimation. Then,  /E z may be 
rewritten as               E z E z E z l R T

w i m v
/ / / , 1

2
/  where l E l E l E

m w v i s
     1 /  is 

defined as the combined specific latent heat of vapourization and sublimation for mixed phase clouds. Here 
E E z

w i
     /  is assumed to be negligible compared to the other terms. Then,  q z

s
/  may be rewritten 

as,

    
         

2
11 .s s m

s
v

q q l T pq
z z p zR T

 (A6)

Applying Equation A6 to the air parcel and environment, respectively, and inserting them into Equation A5, 
and utilizing the assumption that the total water of an air parcel is conserved during an adiabatic process, 
that is,   q zt

p
/ 0, it yields,

 
                                          

2 1 1 11 1 .
1

e e e e e p p p p p
m s s t v m s s

e e e e p p pe
d v dt

l q T q p q T l q T q pN g
z z z z zR T T p T R T T pq 

 (A7)

Applying the adiabatic assumption and hydrostatic balance          p z p z p g R T
p e e

d v
e

/ / / , Equa-
tion A7 may be simplified as,

                       

2 1 11 ,
1

e e e
m s t

me e e
d t

l q T qN g
z zR T T q

 (A8)

where we have used the approximations 1 1              l q R T T T T l q R T Tm s
e

d
e e

v
p

v
e

m s
p

d
p p

/ / / / /  and 

q q g R Ts
e

s
p

d v
e    /  0. A key parameter in Equation A8 is the moist adiabatic lapse rate of temperature 


m

p

T z    / . While there are many rough estimates of m available in literature and textbooks, none of 
them considers the effect of multi-phase water (liquid and solid) on m. Here following Bohren and Albre-
cht (1998), we provide a derivation of m from the conservation of the total entropy of a saturated air parcel 
containing mixed phase hydrometeors, which may be expressed as,


    


0 ,

p
p p p p p p p p p

d d v v w w i i
H H M H M H M H M H
z

 (A9)

where p
dM , p

dH , p
vM , p

vH , p
wM , p

wH , p
iM , and p

iH  are the mass and entropy of dry air, water vapor, liquid wa-
ter, and solid water (ice, snow, and graupel) of an air parcel, respectively. For adiabatic processes, the total 
water mass and dry air mass are conserved, that is,      M M M z

v

p

w

p

i

p

/ 0 and   M zd
p

/ 0. Defining 
q M Ms v d / , q M Mw w d / , and q M Mi i d / , Equation A9 becomes,

        
       

     
0.

p p p p p p
p p p p p p ps w d v w i
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q q H H H HH H H H q q q
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 (A10)

Further applying (a) the entropy change during water phase change,   p p p
v i sT H H l , 

  p p p
w i fT H H l , where fl  is the specific latent heat of fusion; (b) the entropy change of ideal dry 

air and saturated water vapor,                H z C T T z R p E p E zd
p

pd
p p

d
p p p p

/ / / / ( / ), 
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             H z C T T z R E E z
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p p
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/ / / / / , which can be readily obtained from the first law of 

thermodynamics; and (c) the entropy change of liquid and solid hydrometeors,        H z C T T z
w

p

w

p p

/ / / , 

       H z C T T z
i

p

i

p p

/ / / , where wC  and iC  are the specific heat of liquid and solid water, respectively, 

then, grouping all terms in Equation A10 containing  T z
p

/  together, and using q E p E
s
   / , Equa-

tion A10 can be simplified to,
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Applying Equation A6 to the air parcel and inserting it in the first term of Equation A11, it yields,
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Further applying       p z p z g
p e e

/ /  ; e e e
d vp R T ; the definition of vT ; and q E p E

s
   / , the last 

two terms of Equation A12 can be simplified as, 
       

        

1
1

p p ep p ps s s td s s
p p p p e p

d

q l q q gp R p l q
z zT p p E T R T




, 

where we have used the approximations 1  q
s
/  and p E. Then, from Equation A12, it is easy to 

show,
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with Equations A8 and A13, the static stability 2N  of the saturated atmosphere that contains multi-phase 
water can be determined. However, the calculation is not as straightforward as Equation A2 for the un-
saturated atmosphere because Equation A13 involves variables of both the air parcel and environment. In 
previous studies, such as Durran and Klemp (1982) and Bohren and Albrecht (1998), the variables of the 
air parcel and environment in their final formulae of 2N  and m are not explicitly distinguished and are all 
treated as the environmental variables for calculation. We think it is important to understand the assump-
tions made for such a treatment. Recall that 2N  by definition is a local variable rather than a global variable 
for an entire vertical column. Thus, an appropriate way to apply Equations A8 and A13 is to divide a vertical 
column of the atmosphere into a number of small segments based on the data points. For observational 
or numerical data, the segments can be naturally defined between the observational data points or model 
levels. Equations A8 and A13 are, then, applied to each data point along a vertical profile. In other words, 
the data points along a vertical profile are considered as a series of equilibrium points where the parcel's 
thermodynamic properties equal to those of environment, and an air parcel in each segment is assumed 
to follow an individual adiabatic process from its equilibrium. With this assumption, all parcel variables 
are taken their values at model grid points since each grid point is assumed as an equilibrium point, then, 
Equations A8 and A13 may be rewritten as,
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where overbar indicates the model-resolved variables at model grid points.

Data Availability Statement
Data used in this study can be accessed at http://vortex.ihrc.fiu.edu/download/HAFS/.
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